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This is an introductory statistical thermodynamics course hopefully covering most
topics that those who graduate from physics should know. I wish to connect elemen-
tary gas kinetics and Brownian motion smoothly to equilibrium statistical thermo-
dynamics. Thus, as is clear, this course emphasizes three levels of description of the
world, microscopic, mesoscopic and macroscopic descriptions. It is also emphasized
that the latter two are closely related to large deviation and the law of large numbers,
respectively.

Needless to say, it is not very easy to cover these topics within one semester, so the
course is a jogging course. As an undergrad course in the US it is a bit challenging.
If 1/3 of the participating students think interesting and rewarding, the course is a
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Self-study guide
(1) The best way to study is not to work when you do not wish to. If you wish to,

"'While the previous version was, upon the suggestion of Cambridge University Press, expanded
into a full year course for advanced undergrads and published as Perspectives on Statistical Ther-
modynamics (Cambridge UP, 2017), but Cambridge and I agreed that I can continue to use the
original lecture version for my own course. This is a version with DISCUSSION problems added.

2((Another Faraday effect)) V. Arnold said, “M. Faraday arrived at the conclusion that
Lectures which really teach will never be popular; lectures which are popular will never teach. This
Faraday effect is easy to explain: according to N. Bohr, “clearness and truth are in a quantum
complementarity relation.” [Tribute to Vladimir Arnold: Arnold in his own words, Notices AMS
59, 378 (2012)] The quotation is from p379.
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concentrate on the study at least 15 minutes.?

(2) When you work, work as actively as possible, because effective learning is always
‘active learning’;* Think what you would do if you encounter the problem as the first
person in the world.

Since I learned mathematics and physics without attending any course (beyond
200 in the US level) (because I was a wet chemist), I certainly wished to have books
with filled details and with all the problems solved. Thus, these lecture notes may be
followed without pencil and paper. However, I learned some will power was needed
to use such books effectively, because ‘muscle building’ always requires some load.
Therefore, always try to guess the next line or step in the derivation/transformation
of formulas before reading the lines. Footnotes with * are devoted to the derivation
of marked formulas or to more detailed explanations. The reader can regard them
as solutions to technical quizzes.

About every two sections accompanies one Discussion (table after the contents)
related to the two sections covered in the preceding week of lectures; Discussion is
a set of problems you can solve, discussing with your friends before reading the full
solutions with further remarks. After Discussion comes a ‘Homework = Exercise’ to
test your understanding that consists of problems often closely related to the ones
in Discussion.

Even with Homeworks and Discussions, there is not enough space to give all
the representative elementary problems. Therefore, to augment the book, I urge the
reader to consult the following two problem books:

R. Kubo, H. Ichimura, T. Usui and N. Hashitsume, Thermodynamics (North
Holland, 1968),

R. Kubo, H. Ichimura, T. Usui and N. Hashitsume, Statistical Mechanics (North
Holland, 1990 paperback).

I learned thermal physics from these books. All the problems are fully solved, but
many of them are not very easy. Try to solve at least the problems in [A] of these
books. These books will be (collectively) quoted as Kubo’s problem book (because
the original Japanese version is a single book).

3Because in your brain cells new coding and noncoding RNAs require at least about this order
of time to be transcribed.

4Read: Brown, P. C., Roediger III, H. L. and McDaniel, M. A. (2014). Make it stick: The
science of successful learning, Cambridge (MA): The Belknap Press.



The international system of units (SI)

The official reference page is https://www.bipm.org/en/measurement-units/.
“This decision, made at the 26th meeting of the General Conference on Weights and
Measures (CGPM), means that from 20 May 2019 all SI units are defined in terms
of constants that describe the natural world. This will assure the future stability of
the SI and open the opportunity for the use of new technologies, including quantum
technologies, to implement the definitions.”

The seven defining constants of the SI and the seven corresponding units they define
are as follows:

Defining constant Symbol Numerical value Unit
cesium hyperfine frequency Avgg 9192 631 770 Hz
speed of light in vacuum c 299 792 458 m/s
Planck constant h 6.626 070 15 x1073*  J-s
elementary charge e 1.602 176 634 x107Y* C
Boltzmann constant kg 1.380 649 x10723 J/K
Avogadro constant Np 6.022 140 76 x10?3 mol~?
luminous efficacy of visible radiation K g 683 lm/W

The units in the table are: Hz = s7!, J = kgem?s7™2, C = A-s, Im = cd'-m? and W =

kg-m?2s3.

The definitions of the basic units we need are s, kg, and m defined as follows:

15 = 9,192,631, 770/ Avcy, (0.1)
0,192,631,770 ¢ ¢
lm= 20 ~— 30,663, 319 0.2
T 799,792, 458 Avey O Ny (0-2)
h
kg 2. (0.3)

= 6.62607015 x 1034

Historically, No = R/kp and kg is the energy corresponding to one kelvin of
thermal energy to be equal to 1.380649 x10723 J. R is the gas constant. Now, both
Ny and kg are defined numerically as in the above table. This determines the units
K (kelvin) and mole.

You must realize that time or the unit of time is extremely special. This means
that we do not have any natural universal quantity such as h, ¢ or e to determine
time or length.
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1 Outlook of the course

Summary

* Science is an empirical endeavor.

* Science and religion have fundamental conflict.

* Our world allows microscopic, mesoscopic and macroscopic descriptions.

* The law of large numbers and deviations from the law allow us to understand
macroscopic and mesoscopic worlds.

Key words®
Three levels of description: Microscopic, mesoscopic, macroscopic

What you should do
* Reflect on what science should be.

Now, everybody knows that the materials we see around us are made of atoms
and molecules. We could even see them by, for example, atomic force microscopes.
However, only 50 years ago no one could see atoms.® About 100 years ago the exis-
tence of atoms was still disputed.

1.1 Atomisms, ancient and modern

The idea that the world is made of indivisible and unchanging minute particles
(atomism”) is, however, not a very creative idea.® After all, it seems that there are
only two choices: (i) the world is infinitely divisible and continuous or (ii) the world
is made of indivisible units separated by void (and various easy ideas in between).
Ancient Greek and Indian philosophers reached atomism. Some philosophers may
have favored atomism, because it avoided paradoxes associated with continuum (say,

5You must be able to explain these words (hopefully to your lay friends).

6 Are you really sure you can see them today? First of all, what do we mean by ‘see’? Thus,
the answer is not as straightforward as we naively expect, even if it is affirmative.

Tatom < atomos: a = “not”, tomos = “cutting”

8((Appreciate asking questions; appreciate Anaximander)) As we will see soon, the an-
cient atomism is not quite correct as a scientific idea, since important ingredients to make it as
a part of natural science are missing due to the limitation of mere philosophical considerations.
However, we should appreciate these philosophers for asking the questions that led them to these
ideas. We must appreciate those who have asked new questions. In this sense, according to Carlo
Rovelli, Anaximander was the first scientist: “I do not wish to overstate the importance of Anax-
imander. In the end, we know very little about him. But twenty-six centuries ago, on the Ionian
coast, somebody opened a new path to knowledge and a new route for humanity.” (C. Rovelli,
The first scientist: Anazimander and his legacy (Westholme, Yardley 2007; English version 2011
(translated by M. L. Rosenberg)), location 187, Introduction.



Zeno’s paradox; perhaps even irrational numbers could be avoided).

Leucippus (5th c¢. BCE) is usually credited with inventing atomism in Greece.
His student Democritus systematized his teacher’s theory. The early atomists tried
to account for the formation of the natural world by means of atoms and void alone.
The void space is described simply as nothing, or the negation of body. Atoms are,
by their nature, intrinsically unchanging, but can differ in size, shape, position (ori-
entation), etc. They move in the void and can temporarily make clusters according
to their shapes and surface structures.!® The changes in the world of macroscopic
objects were understood to be caused by rearrangements of the atomic clusters.

Thus, atomism explains changes in the macroscopic world without creating new
substance. Also all the macroscopic phenomena are naturally ephemeral (‘the second
law of thermodynamics’?).!!

The most decisive difference between the modern atomism and the ancient atom-
ism is that the latter is devoid of dynamics.'? Indeed, the ancient atomism allowed
motions to displace atoms and to change their aggregate states, but no special mean-
ing was attached to movements themselves (quite contrary to the modern thermal
motion which we will learn soon).!3

9

1.2 Two enemies of empiricism

As noted in 1.1 the modern science has two pillars: the fact-seeking empirical part
(in the narrow sense) and the fact-organizing part (based on the phylogenetic learn-
ing). These pillars are vulnerable, if we are not vigilant enough (to check (i) and
(i) in 1.4), to naive versions of ‘just-so empiricism’ and ‘metaphysical influences’.

Shttp://plato.stanford.edu/archives/win2011/entries/atomism-ancient/ S. Berry-
man, “Ancient Atomism,” The Stanford Encyclopedia of Philosophy (Winter 2011 Edition), Edward
N. Zalta (ed.).

ONo ‘interatomic’ forces were conceived. That is, it seems that they imagined interactions
between contacting bodies (atoms) but they never thought about forces through the void space.
Interactions without contact (through void) seem to be a Newtonian novelty as we will see in
Lecture 2.

HGince atomism understands that the world orders emerge from rearrangements of atoms, log-
ically this implies that we human beings as natural phenomena are also understood as special
arrangements of atoms. Consequently, ancient atomists were critical against institutionalized reli-
gions; atomism and secular humanism are rather harmonious as can be seen in Epicurus. If you
read Epicurus (e.g., http://epicurus.net), you will realize how ‘modern’ his various views are.

It is natural and legitimate to ask whether God is or Gods are made of atoms. If God exists in
or with the universe, It is made of atoms; if not, It has no effect on the universe, so irrelevant to
us.

12Recall that even the Archimedean mechanics was essentially statics.

13Epicurus grants atoms an innate tendency to move downward through the infinite cosmos.
The downward direction is simply the original direction of atomic fall. Interestingly, however, he
allows atoms occasionally to exhibit a slight, otherwise uncaused (stochastic!) swerve from their
downward path to avoid ‘ordered parallel motion.’

7
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‘Just-so empiricism’ means just what we observe is a reliable empirical fact. We
always need to reflect on what we (can) actually observe (because often what we
see is influenced by our metaphysical framework). The metaphysical biases come
from Zeitgeist and various traditional ideas including religions. In a certain sense
the former may be a more serious threat, because most scientists are unaware of the
prejudices they are raised with.!*

1.3 What was beyond philosophers’ grasp?
The idea that everything is made of irreducible units is, as we have just argued,
rather natural; if not infinitely divisible, there must be a unit. However, it is hard
to identify what the actual unit is without empirical information. Notice that no
one ever imagined that we are made of cells:'®> Recognize that the cell theory is one
of the two pillars of biology (the other is Darwinism). We should clearly recognize
that this indicates the limitation of philosophers who are not empirical enough. The
lack of the idea of ‘molecule’ from the ancient atomism is also an example of this
limitation. Perhaps, it is a sign of progress to recognize that the world does not have
the structures we ‘naturally’ expect.'

Mechanics is also beyond philosophers’ grasp. Therefore, modern atomism was
beyond the reach of any philosopher.

We must respect empirical facts. Science is an empirical endeavor. At the same
time, however, as you recognize from the works of Newton, Maxwell, Darwin, and
others, ‘pure empiricism’ is not at all enough to do good science.!”

1.4 What is science?
The question what science is does not have any definitive answer. However, its
spirit, especially its empirical backbone, consists of

11 (Question the Zeitgeist)) We usually believe that the smaller the scales the more funda-
mental the phenomena. Thus, the study of extremely small scales of the world is regarded as the
fundamental physics. How is this really scientific? Notice that the idea is closely related to the
‘just-so empiricism’ and its uncritical extension. Thus, we must critically review what we really
empirically know.

As to the ‘metaphysical influences’, recently, Sabine Hossenfelder eloquently questioned the
practice in high-energy physics. See S. Hossenfelder, Lost in Math: how beauty leads physics astray
(Basic Books, New York, 2018).

15You should know that the discovery of nucleus by Brown (of Brownian motion) was a key to
the proposal of the cell theory by Schwann and Schleiden in 1839.

16Kepler’s discovery that the circular orbit is not natural may be an example; this was never
accepted by Galileo.

I"That is, as Confucius said: ‘he who learns but does not think, is lost.” ‘he who thinks but
does not learn is in great danger.” (Analect, Book 2). You can read more excerpts here (Analect
excerpts in English/Old Chinese).
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(i) the humility that constantly makes us reflect on whether we really know and
whether our methodology and logic are sound, and
(i) the resultant skepticism.'®

This science spirit must be universal beyond us human-beings wherever there are
intelligence and conscience; Science is a conscientious and intelligent way of life.*?

1.5 Never forget fundamental conflict between science and religion

As seen in 1.4 there is a fundamental conflict between science and religion; the lat-
ter demands the unconditional acceptance of certain propositions. Thus, the faithful
can never emancipate himself from the burden of self-deception.

Unfortunately, a fundamentally wrong point of view can be found even in Physics
Today.? There, it is argued that there was deep and constructive mutual engagement
of science and religion as exemplified by Newton.?! “Throughout most of history,
scientific investigation has gone hand in hand with a commitment to theism, at least
in the three Abrahamic faiths.”

However, this simply demonstrates that any (wrong) motivation would do, if one
is serious/genius (See the next 1.6).

18 Also, the skepticism applied to itself is crucial: to cut the chain of skepticism off at appropriate
positions and ‘to experiment.’ I took these statements from Y Oono, The Nonlinear World (Springer
2011), mainly Chapter 5.

Unscientific attitudes and political radicalism are correlated: Read M. Rollwage, R. J. Dolan, S.
M. Fleming, Metacognitive Failure as a Feature of Those Holding Radical Beliefs, Current Biology
24, 4014 (2018). Radical participants—on both ends of the political spectrum—showed reduced
insight into the correctness of their choices.

19 (Faith is evil)) “Faith is an evil precisely because it requires no justification and brooks no
argument.” [R. Dawkins, The God Delusion (Houghton Mifflin Company, 2006) Chap. 8]. “Even
mild and moderate religion helps to provide the climate of faith in which extremism naturally
flourishes.” “The take-home message is that we should blame religion itself, not religious extremism
as though that were some kind of terrible perversion of real, decent religion.” “Voltaire got it right
long ago: ‘Those who can make you believe absurdities can make you commit atrocities’.”

“As long as we accept the principle that religious faith must be respected simply because it is
religious faith, it is hard to withhold respect from the faith of Osama bin Laden and the suicide
bombers.” “What is really pernicious is the practice of teaching children that faith itself is a virtue.”

S. Weinberg said: “Religion is an insult to human dignity. With or without it, you’d have good
people doing good things and evil people doing evil things. But for good people to do evil things,
it takes religion.”

20T, McLeish, Thinking differently about science and religion, Physics Today 71(2) 10 (2018).
He claims, “Maintaining the view that science and religion are in conflict does no one any favors
and is hurting science.” He is right, IF you do not care about fundamental consistency and integrity
of ones intellectual life.

21As you can read in R. Ilffe, Priest of Nature, the religious worlds of Isaac Newton (Oxford,
2017), Newton was dead serious about showing that the central Christian doctrine of the Trinity
was a diabolical fraud. His atomism is deeply related to this.



1.6 Let us not underrate the importance of error

Stefan Zweig wrote in a biography of Magellan, noting that “he planned and acted in
honest error”: Let us not underrate the importance of error. Through the prompt-
ings of genius, guided by luck, the most preposterous error may lead to the most
fruitful of truths. In every branch of science, hundreds of highly important discover-
ies have been the outcome of erroneous hypotheses.

We simply note that Newton was unable to pursue intellectual self-consistency
because of the shackles of the Zeitgeist.

Let us go back to narrower topics:

1.7 How numerous are atoms and molecules?
How many water molecules are there in a tablespoonful (15 cm?) of water? Although
we should discuss how to determine the size or mass of an atom (see Section 7), let
us preempt the result.

Suppose one person removes one molecule of water at a time from the tablespoon-
ful of water, and the other person use the tablespoon to scoop out the ocean water
to the outer space. If they perform their operations synchronously, starting simulta-
neously, which person will finish first??> With a simple calculation you will realize
that the number of molecules in a spoonful of water is comparable (the ratio is less
than ca. 3) to the amount of ocean water measured in tablespoons.

Imagine you scoop out water of a 50 m swimming pool. You will not even try to
start.

1.8 Why are molecules so small?

Thus, molecules are numerous. They are numerous because they are tiny. Why is
an atom so tiny? This is not a meaningful question, however, because being small
or being large is only relative; we cannot say whether a 1 m stick is long or short
without comparing it with something else.?® Let us compare our size with the atom
size.?* The above question properly understood is: why is the size ratio between
atoms and us so big? Do not forget that we human beings are products of Nature.

22What if the tablespoons are replaced with teaspoons (5 cm?)?

23To recognize this trivial fact is the first step to dimensional analysis, an important way of
thinking in physics. Read “Introduction to Dimensional Analysis ”. In these lectures dimensional
analytic explanations will be attempted whenever dimensional analysis can be used.

24You might recall Protagoras, who said: Man is the measure of all things. However, the original
meaning of this statement seems to have been much more restricted, because the word ‘things’ in
the original only meant things human beings created (ideas, feelings, social entities, etc., not stars,
mountains, etc.). See http://en.wikipedia.org/wiki/Protagoras.
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Therefore, to compare us with atoms does not imply anthropocentric prejudice. Let
us try to understand our size relative to atoms.

1.9 Why are we made of so many atoms?

Large animals, or, more generally, the so-called megacukaryotes, are often constructed
with repetitive units such as segments.?> The size of the repeating unit is at least
one order larger than the cell size. Consequently, the size of ‘advanced’ organisms
must be at least 2-3 orders as large as the cell size.

Thus, the problem is the cell size.? We are complex systems,?” so we have our
parents and the crucial information and materials required to build us comes from
the preceding generation. Since there is no ghost in the world, information must be
carried by a certain thing (no ghost principle). Stability of the thing requires that
information must be carried by polymers. What polymer should be used? Such a
question is a hard question, so we simply imagine something like DNA. ‘No ghost
principle’ tells us that organisms require a certain minimal DNA length. This seems
to be about 1 m. As a ball its radius is about 0.5 ~ 1 pm. This implies that our cell
size (eukaryotic cell size) is ~ 10 pum (= 107° m).

Thus, the segment size is about 1mm, and the whole body size is about 1 cm (this
is actually about the size of the smallest vertebrates®). If we require a good eyesight,
the size becomes easily one to two orders more, so intelligent creatures cannot be
smaller than ~ 1 m. That is, the atom size must be 10710 as large as our size.

We have, at least roughly, understood why atoms are small or why we are big.

27

25Tt may well be the case that the so-called biocomplexity achieved by Metazoa is due to segments,
or a modular scheme to build a body.

26There is almost no paper discussing the cell size seriously, but recently a relevant paper ap-
peared: Marshall WF et al., BMC Biology 10, 101 (2012). It is an interesting collection of articles
discussing relevant topics to cell size, but no relation with the required information is discussed.
However, it has been recognized well that the amount of the DNA in a cell (the so-called C-number)
is well correlated with the cell size (see for a summary, T. R. Gregory, “Coincidence, coevolution,
or causation? DNA content, cell size, and the C-value enigma,” Biol. Rev. Camb. Philos. Soc. 76,
65-101 (2001)). Thus, we may safely claim that the lower bound of the cell size is determined by
the amount of DNA.

Interestingly, if a very small body must be constructed, nucleusless cells are used to make the
nervous system (see Wasp neurons lacking nuclei Nature 480, 294 (2014)).

2TThe so-called complex systems studies study spontaneous formation of certain (ordered) struc-
tures from disorder. Thus, they study only pseudo-complex systems, because spontaneous emer-
gence is a telltale sign of simplicity. In contrast, you did not spontaneously emerge, because to
make you was not very simple. Pasteur realized the fundamental complex nature of life: life comes
only from life, and never emerges spontaneously within a short time. Thus, unfortunately, no books
with titles containing the word ‘complexity’ really discuss complexity. See, e.g., Chapter 5 of Y.
Oono, The Nonlinear World (Springer, 2012).

28For example, Scherz et al., Morphological and ecological convergence at the lower size limit
for vertebrates highlighted by five new miniaturised microhylid frog species from three different
Madagascan genera. PLoS One 14, €0213314 (2019).
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1.10 Our world is lawful to the extent of allowing the evolution of intel-
ligence

We have discussed, with the aid of atomism and cell theory, that science is an empir-
ical endeavor and that no correct world view is obtainable solely with philosophical
meditations without observing the world.

Who observes the world? We observe the world and are making science, so we
must be at least slightly intelligent. To be intelligent at least we are 10°~1° as large
as the atom. But our large size is not enough. The world must have allowed our
intelligence to evolve.

If there is no lawfulness at all, or in other words there is no order in the world,?
then intelligence is useless; calculation is useless. We use our intelligence to guess
what happens next from the current knowledge we have. If in a certain world organ-
isms’ guesses using their intelligence are never better®® than simple random choices
(say, following a dice), then intelligence would not evolve;*' recall that the human
brain is the most energy consuming very costly organ.?? This means that the macro-
scopic world (the world we observe directly on our space-time scale) must be at least
to some extent lawful with some regularity;*® we believe in the lawfulness of the
world to the extent that we are superstitious.®*

However, if the law or regularity is too simple, then again no intelligence is useful.
If the world is dead calm, no intelligence is needed. The world must be just right
(the Goldilock principle or the principle of moderation). The macroscopic world we
experience is not violent but not dull.?®

1.11 Microscopic world is unpredictable
In contrast, we know the world of atoms and molecules (the microscopic world) is a

29¢Order’ may be understood as redundancy in the world; knowing one thing can tell us something
about other things simply because everything is not totally unrelated.

30Here, ‘better’ means it is more favorable to the reproductive success of the organisms.

31You will not study, if your grade is randomly assigned.

32Tts weight is 2% of the body weight, but it consumes about 20% of the whole body energy
budget.

Even our growth rate when we are very young seems to be considerably reduced to develop our
brains. See C. W. Kuzawa et al., Metabolic costs and evolutionary implications of human brain
development, Proc. Natl. Acad. Sci., 111, 13010 (2014).

33 Our logical brain must be a reflection of the logical nature of the environment we evolved.
This must be parallel to the fact that many fishes have hydrodynamically optimal shapes. Water
obeys hydrodynamics, not because fishes swim in it!

34 Mistaking correlation as causality is an important ingredient of superstition.

35This is the meaning of the statement appearing later that the world is macroscopically phe-
nomenologically describable.
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busy and bustling world. They behave quite erratically and unpredictably (despite
deterministic nature of mechanics) by at least two reasons, chaos and external dis-
turbances.

Maxwell clearly recognized that molecules behave erratically due to collisions.
Perhaps the simplest model to illustrate the point is the Sinai billiard. A hard ball
(or rather you can imagine an ice hockey puck) is moving on the flat table, which has
a circular obstacle on it. The ball hit the obstacle and is bounced back specularly
(see Fig. 1.1).

/
— 0O

Figure 1.1: Sinai billiard: Left: a motivation. Two hard elastic discs (pucks) are running around
on the table with a periodic boundary condition (if a disk disappears from one edge, it reappears
from the opposite edge with the same velocity), colliding from time to time with each other. This
is a toy model of a confined gas. Right: If the dynamic of the center of mass (CM) of one disk
is observed from the CM of the other disk, the former may be understood as a ballistic motion of
a point mass with occasional collisions with the central circular obstacle. This is called the Sinai
billiard, and is known to be maximally chaotic.

Roughly speaking, a small deviation of the direction of the particle is doubled
upon specular reflection at the central circle, so, for example, to predict the direc-
tion of the particle after 100 collisions is very hard.?® Imagine what happens if there
are numerous such particles colliding with each other. Thus, predictions would be
absolutely impossible. Further worse, it is very hard to exclude the effects of the
external world, in which we do not know what is going on at all. E. Borel pointed
out that the trajectory of a molecule after a very short time can be totally altered,
if one gram of mass moves by 1 ¢cm on Sirius (11 ly away from us) due to the change
in gravitational field. This implies that you cannot even breath if you wish to study
the ‘intrinsic behavior’ of a collection of atoms.?”

1.12 Kinetic theory

As discussed in 1.11 the microscopic world is full of noise, and everything looks
stochastic, even though the intrinsic mechanics is not at all stochastic. Consequently,
it is traditional that the microscopic world is handled with Kinetic Theory that grafts
space-time local collision dynamics (in many cases binary collision dynamics) and the

36Tt is convenient to remember that 210 ~ 103, so 2199 ~ 1039,
37Quantum mechanically, subtle entanglements are easily lost by perturbation, so the system is
much more fragile than the classical counterpart.
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statistical description of one particle properties (e.g., its position and momentum).

This line of approach was developed into quite a sophisticated theory by Boltz-
mann and subsequent researchers. The theory allows us to understand time-dependent
changes of a system, but since it is very hard to discuss simultaneous multiple col-
lisions, it can study only dilute systems; it is almost hopeless to study condensed
matter (e.g., liquid) honestly within the framework of kinetic theory,® so in this
notes we do not discuss the theory at all.

1.13 Why our macroscopic world is lawful: the law of large numbers
The world on the scale of atoms is full of noise. We know our scale is quite remote
from the atomic scale. The time scales are also disparate; the time scale required
to describe molecular dynamics is 0.1 fs = 10716 s, but the shortest time span we
can recognize must be longer than 10 pus = 107° s. Lawfulness must come from
suppression of noise. Our size is crucial to suppress noise; even if particles in a small
droplet undergo quite erratic motion, if many particles are averaged, the erratic effect
would disappear. This statement may be formally expressed as follows.

Let X,, be random variables.*® Here, n is the suffix to specify the nth variable;
we consider a collection of numerous (N) such variables, and X, is the nth among
them. Then,

ZXn:Nm—l—o[N], (1.1)

n=1

where m is the average value (= expectation value) of X,,.%° This is the law of large
numbers,*! the most important pillar of probability theory and the key to under-
standing the macroscopic world (see Section 4).

You may imagine outcomes of coin tossing as an example: X,, = 1 if the nth out-
come is a head; otherwise, X,, = 0. By throwing a coin N times, we get a 01 sequence
of length N, say, 0100101101110101- - -001. You can guess the sum is roughly N/2,
where N must be sufficiently large. This is the law of large numbers. We clearly see
the importance of our being big (relative to atoms).

38The latest summary of difficulties may be found in Isabelle Gallagher, From Newton to Navier-
Stokes, or how to connect fluid mechanics equations from microscopic to macroscopic scales, Bull.
Amer. Math. Soc. 56, 65-85 (2019).

39We will discuss what we wish to mean by ‘random variables’ more carefully later, but here,
you have only to understand them as variables that take various values in an unpredictable fashion.

40 (o)) This standard symbol means higher order small quantities. In the limit being discussed,
if X/Y — 0, then we write X = o[Y], which is read: compared with Y, X is a higher order small
quantity in the limit being discussed. This does not mean X and Y themselves are infinitesimal.
For example, N9 is o[N], if N is large (in the N — oo limit), because N%% /N = N=0-01 — (.

“There are weak and strong laws of large numbers, but in statistical physics, generally we do
not need any distinction. The formulation here is in the strong version.
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1.14 We live in a rather gentle world

You might object, however, that being big may not be enough; we know violent phe-
nomena in the macroscopic world like turbulence or perhaps the cores of galaxies. If
the variances are too big, perhaps we may not be able to expect the expectation val-
ues to settle within a reasonable narrow range.*? Also even if the expectation value
eventually converges, needed N in the law of large numbers should not be too big;
if you can recognize the regularity of the world only after averaging the observations
during 1000 generations, probably the law of large numbers cannot favor intelligence
very much. Thus, as already discussed above, the world in which intelligence can
emerge cannot be too violent. We emerge in the world in which the law of large
numbers hold rather easily at large scales to allow macroscopic laws (actually the
world very close to no change from the molecular point of view). We live in the world
where space-time scale is not only quite remote from the microscopic world of atoms
and molecules, but also the extent of nonequilibrium is not too large.*3

Now, an outline of our main topics:

1.15 Thermodynamics and statistical mechanics
The macroscopic world close to equilibrium?* can be described phenomenologically by
thermodynamics. Here, ‘phenomenologically’ implies that what we observe directly
can be organized into a single logical system without assuming any entities beyond
direct observations. Thermodynamics is distilled from empirical facts observable on
our scale, so it is the most reliable theoretical system we have in physics.*®

As we will learn in Lecture 13, statistical mechanics obtains the Helmholtz free
energy A (which will be explained in detail later; Lecture 11) as

A= —kBTlogZ, (12)

where kp is the Boltzmann constant, T is the absolute temperature, and Z is the

42Technical terms in this sentence will be explained in Section 3.

43We need a stable simple macroscopic laws for feeble minds to work (recall the intelligence must
evolve). Our macroscopic world is so lawful that some of us can even believe in the benevolence of
God.

Hntuitively, you may consider a system is close to equilibrium, if all the rapid changes (from
our point of view) in it have subsided.

45Needless to say, classical mechanics, electromagnetism, quantum mechanics, etc., are also
reliable theoretical systems based on our empirical observations. While thermodynamics is used
with conscious recognition of its limitations (applicable only to macroscopic systems in equilibrium),
other theories are (were) often regarded valid unconditionally (i.e., without clear recognition of their
valid domains). In this sense these theories are less reliable. We must learn a lesson from the history
that classical electrodynamics was regarded as the ultimate theory until it was recognized not to
work in the microscopic world. Now, it is believed quantum mechanics is correct on all scales, and
so is the general theory of relativity. Therefore, the current big issue is to unify these two, but we
must admit that empirical facts recede from the foreground.
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(canonical) partition function

Z =Y e kT, (1.3)

Here, H is the system Hamiltonian (the energy function or energy operator in quan-
tum mechanics) and the summation is over all the microscopic states. We will discuss
thermodynamics and its relation to statistical mechanics in Lecture 12, and then will
learn how to use it subsequently.

1.16 Thermodynamic singularity and phase transition
We all know at least intuitively what a phase transition is. Think, for example, freez-
ing or boiling of water. Some properties change sharply when such transitions occur.
That is, thermodynamic quantities have singularities. In particular, the Helmholtz
free energy A becomes singular (Section 24).%6

Since e~ #/k2T is a smooth function of 7' (> 0), if Z given by (1.3) consists of finitely
many summands, strictly speaking, nothing singular can happen in A as a function of
T. This could mean that no phase transition occurs statistical-mechanically. How-
ever, if the system under study is very big (ideally, infinitely big, in the so-called
thermodynamic limit), A (per particle or volume) can lose smoothness as a function
of T'; the sum of infinitely many smooth functions need not be smooth. Thus, phase
transitions can be explained statistical-mechanically in the large-system size limit
(in the so-called thermodynamic limit; Section 24).

1.17 Mesoscopic world

What does the world look like if we observe it on the scale intermediate between
the microscopic and the macroscopic scales? In (1.1) the o[N] term becomes not
ignorable. That is, fluctuation cannot be ignored. This is the world where Brownian
g dominates, where unicellular organisms live and where the cells making our bodies
function. Intelligence is useless, because fluctuation is still too large and prevents
agents from predicting what would happen. The best strategy is to wait patiently
for a miracle to happen, and if it happens, to cling to it. Molecular motors just do
this, crudely put.

In the mesoscopic world, the average of what we observe is consistent with our
macroscopic observation results; Onsager’s regression hypothesis asserts this. How-
ever, if we observe individual systems, observables fluctuate a lot around the expected
macroscopic behaviors. Although we will not have time to go into statistical mechan-
ics of such slow macroscopic changes, we will discuss Brownian motion and will give
an informal discussion of transport phenomena (Sections 6-7).

46Mathematically, for example, it could lose differentiability.
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1.18 Law of large numbers and probability

We are interested in statistical mechanics, so no one would doubt the relevance of
probability theory. What is probability? We will discuss this later (Lecture 3), but
let us proceed intuitively. We take statistics, and we know if the number of samples
is increased, then statistical results become more reliable. This is just the law of
large numbers 1.13 we have already encountered . The law of large numbers can be

written as )
P(NZXZ-—m’>5>—>O (1.4)

as N — oo, however small positive ¢ we choose, where P denotes probability of
the event in the parentheses. That is, if we obtain an empirical expectation value
(1/N) > X, using N samples, its deviation exceeding ¢ from the true average value
becomes increasingly unlikely as N is increased, however small positive € we choose.
If a system is in equilibrium, this limit describes the world of macroscopic equilib-
rium governed by thermodynamics.

1.19 Large deviation and fluctuation

Now, we ask what happens between the microscopic and macroscopic scales, so we
cannot take N very large. We should study how the above probability goes to zero
as a function of N. This is governed by the large deviation principle:

1
P (N ZXi ~ :r) ~ e N@) (1.5)

where [ is called the large deviation function (or rate function), and may be ap-
proximated with a quadratic function when x is close to the true expectation value

m:
1

2V
Here, V' is a positive constant (corresponding to variance) and m is the expectation
value, where I(m) = 0 implies the law of large numbers. (1.6) means that mesoscopic
noise is usually Gaussian. That is, with the aid of a Gaussian noise w whose average
is zero and variance V/N, we can write

I(z) (x —m)>. (1.6)

1
NZXi:erw. (1.7)

As we will see later (Lecture 18), I is related to the decrease of entropy from
equilibrium due to fluctuations, and the above relation is useful in understanding
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fluctuations we can observe spatially locally in a system (Einstein’s theory of ther-
modynamic fluctuations).

1.20 Time coarse-graining and Langevin equation

Even if the system reaches a state without any macroscopic change (i.e., an equilibrium
state), molecules and atoms continue to jump around, so the mesoscopic world is not quiet
and remains time-dependent even in equilibrium (that is, even if macroscopically the system
is quiet). Thus, we observe Brownian motion (Lecture 7). It is well known that the trajectory
of a Brownian particle is quite erratic and almost nowhere differentiable. However, we know
molecules and atoms obey ordinary mechanics, so the time derivative of their positions must
be well defined. This implies that the time derivative § X/t at the mesoscopic scale is not
really the true mechanical derivative.*” It is a time average of the true time derivative during
a short span of time dt (perhaps ~ 107% s, which is, however, very long for atoms; recall the
time scale difference): the following definition must be very natural:

X 1 [t rdX X(t+0t) — X(t)
ﬁ = E/t ds (dt(8)> . = 5t . (18)

Omnsager’s regression hypothesis implies that if 6 X/t is averaged over many observations (for
example, repeating the same experiment under the same condition many times), the result
(in the following formula, taking the average is denoted by ( })

<5§> = F(X) (1.9)

should describe the time dependence of macroscopic nonequilibrium phenomenology (macro-
scopic laws). Therefore, if we apply the large deviation principle to the time average (in the
present context dt corresponds to N of (1.5)%%), we may write

0X . ~
P(&NX’ t) ~ e (1.10)
where the large deviation function reads
. r .
I(X) ~ g(XfF(X))Q, (1.11)

I" being a positive constant. This implies that the time derivative on the mesoscopic time
scale obeys the equation quite parallel to (1.7):

55—); = F(X) + noise. (1.12)
Such equations with the noise terms are called the Langevin equations. Here, the noise am-
plitude is represented by I'"'. As we will learn later, the magnitude of the noise must be
chosen appropriately to describe the equilibrium fluctuations correctly. This correct relation
is provided by the fluctuation-dissipation relation. For example, the relation tells us a re-
lation between the diffusion constant of a Brownian particle and the temperature, which is
practically important in actual experiments. This cours